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Choi K, Torres EB. Intentional signal in prefrontal cortex generalizes
across different sensory modalities. J Neurophysiol 112: 61–80, 2014. First
published November 20, 2013; doi:10.1152/jn.00505.2013.—Biofeedback-
EEG training to learn the mental control of an external device (e.g., a
cursor on the screen) has been an important paradigm to attempt to
understand the involvements of various areas of the brain in the
volitional control and the modulation of intentional thought processes.
Often the areas to adapt and to monitor progress are selected a priori.
Less explored, however, has been the notion of automatically emerg-
ing activation in a particular area or subregions within that area
recruited above and beyond the rest of the brain. Likewise, the notion
of evoking such a signal as an amodal, abstract one remaining robust
across different sensory modalities could afford some exploration.
Here we develop a simple binary control task in the context of
brain-computer interface (BCI) and use a Bayesian sparse probit
classification algorithm to automatically uncover brain regional activ-
ity that maximizes task performance. We trained and tested 19 par-
ticipants using the visual modality for instructions and feedback.
Across training blocks we quantified coupling of the frontoparietal
nodes and selective involvement of visual and auditory regions as a
function of the real-time sensory feedback. The testing phase under
both forms of sensory feedback revealed automatic recruitment of the
prefrontal cortex with a parcellation of higher strength levels in
Brodmann’s areas 9, 10, and 11 significantly above those in other
brain areas. We propose that the prefrontal signal may be a neural
correlate of externally driven intended direction and discuss our
results in the context of various aspects involved in the cognitive
control of our thoughts.

brain computer interface; coadaptation; intentional control; prefrontal
cortex; volitional control

SINCE ITS EARLY CONCEPTION (Vidal 1973) the brain-machine
interface (BMI) or brain-computer interface (BCI) paradigm
has gained tremendous popularity. Because of its success in
developing algorithms and experimental settings that could aid
paralyzed patients to use their brain signals to intentionally
control directional motions of external devices, this early
concept has become a booming field in neuroscience and
bioengineering (among other representative work, Contreras-
Vidal and Bradberry 2011; Contreras-Vidal et al. 2010; Leb-
edev and Nicolelis 2006; Millan Jdel et al. 2004; Wolpaw and
McFarland 1994).

In recent years several lines of BMI/BCI research have
focused on the harnessing of neural signals from specific brain
areas to adapt in real time a map relating these signals to the

states of the motion control of some external device (Carmena
et al. 2003; Lebedev et al. 2005; Serruya et al. 2002; Taylor et
al. 2002; Wessberg et al. 2000). The success of using the spike
and/or the local field potential (LFP) signals for intentional
control of external events has been widely recognized for
different cortical regions in both human and nonhuman pri-
mates (Andersen et al. 2004; Hatsopoulos et al. 2004;
Hauschild et al. 2012; Hochberg et al. 2006; Mulliken et al.
2008a, 2008b; Musallam et al. 2004; Pohlmeyer et al. 2007;
Serruya et al. 2002). In all cases, however, the areas to harness
and adapt the signal from must be selected a priori, often based
on the known properties of the area(s) and the computational
strengths of that region for motor or cognitive control (or both)
that many years of research have revealed.

In the domain of noninvasive BCI methods involving hu-
mans and the event-related signals from surface electrodes
[e.g., electroencephalography (EEG) or near-infrared spectros-
copy (NIRS)], methods have been developed that also harness
and adapt the signal from various cortical regions (Wolpaw and
McFarland 1994; Wolpaw et al. 1991, 2002) to exert volitional
control over an external event linked to a computer (Cherian et
al. 2011; Huggins et al. 1999; Levine et al. 1999, 2000). Such
tasks have involved, for example, navigating the cursor
through a maze (Huang et al. 2009), controlling a wheel chair
(Choi 2012; Yamada et al. 2010; Zhao et al. 2009), selecting
letters on a display to produce text (Rivet et al. 2010), or
performing motor imagery to guide an external direction in
general (Bell et al. 2008; Contreras-Vidal et al. 2010; Kamousi
et al. 2007; Onose et al. 2012; Qin et al. 2004; Shan et al.
2012), among others. As with the spike and LFP signals, the
methods using the event-related potentials can provide in
several contexts accurate and reliable control of the external
events when the brain regions are determined a priori and the
signals from such regions are harnessed and coadapted in real
time with the control states of the external device.

A line of basic research that has been less explored in
BCI/BMI is the possibility of using a simple directional task
involving intentional control to automatically recruit a partic-
ular region of the brain and to further parcellate the recruitment
into subregions within that region according to the task de-
mands. In such a scenario, it would be useful to assess the
abstract nature of the evoked signal, i.e., its robustness and/or
ability to generalize the task solution across different sensory
modalities, even for sensory modalities not used during the
training. It would also be useful to contrast the features of the
performance that depend on the type of sensory input used for
guidance in closed feedback loops. We hypothesize that per-
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formance accuracy achieved under external guidance from one
sensory modality will transfer to another sensory modality for
which the subjects were not trained.

Under a very simple binary design, based on an abstract,
amodal directional signal, we ask if activation of a particular
brain region or network could be automatically recruited with
intentional and volitional control of our thoughts, indepen-
dently of the sensory modality used for instruction and feed-
back. Specifically, we ask to what extent the map adapted to
solve the intentional task generalizes across different forms of
sensory guidance. We contrast aspects of performance that
remain invariant to the type of external sensory input used for
guidance and features of the performance that specifically
depend on the external sensory feedback type.

We report the results of using a sparse probit classifier
(Balakrishnan and Madigan 2008; Ding and Harrison 2011;
Figueiredo 2003; Shevade and Keerthi 2003) to automatically
uncover brain activation patterns that maximize accurate and
fast performance in a simple binary directional control task.
Using the visual modality for training/testing while validating
as well in the auditory modality (novel to the participants), we
found that although the auditory modality recruits the same
area with comparable levels of strength and performance ac-
curacy, it significantly decreases the response latency. More-
over, across modalities, during the training trials, strong cou-
pling emerged between the prefrontal and parietal cortices in

the low-frequency band for both visual and auditory modali-
ties. Yet, at the alpha- and beta-frequency bands we found
differences between the visual and the auditory modalities. The
results are discussed in light of different self-emerging patterns
of activation evoked in an automatic parcellation of different
Brodmann’s areas within the prefrontal cortex across partici-
pants. We suggest using such evoked signal as a putative
marker of different types of executive control that emerge as a
function of task demands.

MATERIALS AND METHODS

Participants

Nineteen participants of college educational level (ages 29.00 �
7.01 yr, 11 men and 8 women) participated in this experiment. All of
the participants in this study signed the consent form approved by the
Rutgers University Institutional Review Board in compliance with the
Declaration of Helsinki.

Apparatus

Subjects sat comfortably in front of a computer screen (Fig. 1A)
wearing a head cap system to measure electroencephalographic ac-
tivity (EEG). The Active Two multichannel, high-resolution biopo-
tential measurement system built by BioSemi (Amsterdam, The Neth-
erlands; http://www.biosemi.com/index.htm) recorded the scalp sig-
nals at a 256-Hz sampling rate from 64 channels using the

Fig. 1. Apparatus and methods. A: experimental
setup with subject comfortably seated facing the
screen monitor. Head cap has 64 channels to record
EEG activity in response to the imagination of a
visually instructed direction (arrow). B, left: face
and head scanned using the FastSCAN scanner.
Three important anatomic landmarks (nasion, gray
square; left periauricular and right periauricular
points, gray arrowheads) were measured with a
FASTRAK stylus along with the physical positions
of the 64 channels. Right, results of registering these
data with structural MRI data using in-house devel-
oped program.
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international 10-20 system. The Polhemus (Colchester, VT) hand-held
FastSCAN SCORPION laser scanner system was used to track the
three-dimensional physical position and orientation of the 64 channels
in the subjects’ head cap during calibration. The FastSCAN has a
built-in FASTRAK motion capture system with 6 degrees of freedom
(df), capable of recording position and orientation at 120 Hz. It also
uses an ergonomic stylus for precise physical localization of each
landmark (http://www.polhemus.com). Figure 1B shows the scanned
head and face of one of the subjects with the electrodes’ locations
registered on the head model.

Experimental Design

The experiment consists of three phases: 1) open-loop training (no
feedback from the performance), where we estimate the currents but
do not yet train the classifier algorithm; 2) closed-loop training
(real-time feedback from the performance), where both the participant
and the classifier algorithm are trained; and 3) testing based on
real-time feedback (visual-trained vs. auditory-naive), where the feed-
back is obtained by attempting to deliberately control the cursor
direction using the internally generated brain activity and the external
sensory input.

The training phase is guided by visual input with an arrow shown
on the screen monitor. The arrow points to one of two locations, right
or left, to indicate to the subject the direction that he or she has to
imagine and intend to move the cursor toward. In the open-loop
version of the training phase, the subject imagines the instructed
direction but receives no feedback from the outcome of this imagi-
nation exercise. Figure 2A shows the schematics of the epochs of the
open-loop training phase. Two seconds of fixation were followed by
4 s of display of the direction that the subject had to imagine (left or
right) randomly presented. The last epoch was the resting phase,
lasting 4 s. The total trial lasted 10 s. The EEG activity during this
open-loop training phase is used as baseline to later help adapt the
signal and to correctly tune the performance outcome. There are 7
blocks of 30 trials each during this open-loop training phase.

In the visual version of the closed-loop portion of the training
phase, the subjects receive instantaneous visual feedback on their
performance in the form of a cursor that moves to the direction
instructed by the arrow as the subject imagines the direction, or that
fails to move in the imagined direction. There is no auditory feedback
in this session. Since a coadaptation process is undergone between the
EEG real-time signal and the subject’s performance via the visual
feedback of the real-time moving cursor, there is a learning progres-
sion. The subject receives feedback from this learning progression
after each trial. The visual feedback of the animation of the cursor
moving left or right informs the subject of success or failure accom-
panied by the text string “success” or “failure” (Fig. 2B, right). Seven
blocks of 30 trials each are used to train the subject’s EEG signal in
closed-loop with the cursor feedback. At the end of each block of
trials, the subject is also informed of the percent correct to help keep
track of the learning rates. As with the open-loop phase, the training
phase of the closed-loop phase lasts 35 min.

Validation with novel sensory modality. Five of the participants
returned to perform the task using auditory input and feedback. To this
end they were blindfolded and heard the instructions of the desired
direction through a speaker in front of them saying “left” or “right.”
If the participant successfully moved the cursor in the correct direc-
tion, the speaker emitted a beep and said “good!” Otherwise, no
auditory feedback was provided. All participants were naive to the
auditory form of the task. The question here was to what extent the
performance (accuracy and latency) and brain area recruitment from
the visual domain transferred to the auditory domain.

General Explanation of the EEG-Based BMI Paradigm

Figure 3 shows the overall configuration of the real-time BMI
system used in this study. In what follows we refer to the term
“activity” or “activation” in relation to estimated current as it changes
over time, i.e., a time series of current values. This activity is
estimated first in reference to the open-loop condition, which provides
the seed for estimated current values before the closed-loop training.

Fig. 2. Experimental design of brain executive cursor control.
A: open-loop version of the training phase where no feedback of
the performance is provided. Epochs of 1 trial include fixation
on a cross (2 s), imagination task (4 s), and resting phase (4 s).
B: closed-loop version of the training phase (brain control)
provides the subject with feedback on the performance of trying
to correctly move the cursor, according to the instructed direc-
tion, by thinking about that direction. The EEG signal is
adapted from trial to trial according to the classifier algorithm
to accurately control the motion of the cursor in real time in
compliance with the instructed direction of the arrow displayed
on the monitor. In the visual feedback condition (shown), the
subject receives instantaneous visual feedback from the real-
time performance in each trial by shifting the white cursor,
aiming for the direction of the arrow. At trial completion the
subject sees a “success” or “failure” message on the monitor. At
the end of each of 7 blocks (after 30 trials in each block) the
subject receives feedback on the success rate (%correct). In the
auditory feedback condition, the subject is blindfolded and
receives instructions and feedback on the performance outcome
through computer speakers. Instructions are the prerecorded
phrases “left” or “right” (randomly instructed from trial to trial)
and “beep-good” in the case of success or “beep only” in the
case of failure.
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In each block we then train the classifier algorithm and track the
resulting activation during the task relative to the resting state of the
block. We describe the unfolding activation across each of the seven
blocks of the training phases of the closed-loop conditions, where both
the participant and the classifier algorithm are trained. We also
examine the grand average across all experimental testing sessions
and, using statistical methods, compare the strength levels across the
regions that the classifier automatically recruits to test for significant
differences.

There are five main steps in the estimation: 1) registering the EEG
signal with the cortical surface model using the three-layer head
model (brain, skull, and scalp) to estimate the lead field matrix G to
obtain the forward map from the current sources to the 64 sites of the
electrodes; 2) estimating the forward map in the open-loop version of
the training phase to establish a baseline estimate of the variance of
the current, which will be adapted next in the closed-loop phase of the
training; 3) estimating the inverse filter to generate the cortical activity
given the EEG signal; 4) selecting the relevant cortical features (the
relevant brain regions) that lead to the successful classification of
the desired direction to shift the cursor correctly; and 5) updating the
filters and classifiers continuously in real time using a sliding window
of 125 ms to maximize the probability of correctly controlling the
motion of the bar to the desired direction. Steps 1 and 2 are offline in
the open-loop version of the training phase to establish baseline
information for each subject. Step 3 is performed once in the offline,

open-loop phase, and then steps 3–5 are performed in the closed-loop
variants of the training, to adapt the filters and classifiers appropri-
ately. The resulting signal can be tracked on the cortical surface as the
subject learns the task in real time. Also, the evolution of brain
activity can be tracked after a certain number of trials or plotted as an
averaged activation across all 210 trials (30 trials per 7 blocks).

Preparatory steps to create the baseline seed information for the
closed-loop real-time phase. The participant’s structural MRI data and
EEG data during the open-loop phase are required in this step. The
structural MRI gives information about the position and direction of
cortical dipoles. The head model and cortical model are registered
with the structural MRI. In the head model, the three layers of the
brain, skull, and scalp are extracted. The boundaries between brain,
skull, and scalp are generated using the Curry 6 software (Compu-
medics USA, Charlotte, NC). In the images in Fig. 4A, the yellow line
represents the surface of the brain, the red line depicts the skull, and
the blue line shows the surface of the scalp. Figure 4B shows the
generated three-layer tessellated boundary surface. In the head model,
the relative conductivities of the brain, skull, and scalp are 1, 0.0125,
and 1, respectively.

In generating the cortex surface model, the cortical source space is
extracted from the structural MRI data using the BrainVoyager soft-
ware (Brain Innovation, Maastricht, The Netherlands). In this model,
simultaneous activation of the pyramidal cortical neurons, located
perpendicularly on the cortical surface, is believed to be the main

Fig. 3. General concept of brain-machine interfaces (BMI) using EEG data. The baseline EEG data analyzed offline (from the open-loop segment of the training
phase) is used in combination with the head model data from the subject. To build the head model data, the structural MRI template, previously obtained, is used
in combination with the head model (3 layers) and the cortex model. These data are used to fit to the actual physical positions and orientations of the electrodes
obtained for each subject as shown in Fig. 1C. The real-time data are processed using variational Bayesian methods with a sliding window of 125 ms and passed
through an inverse filter to obtain the cortical activation (estimated currents). A sparse probit classifier is used to select important features of the data (i.e., the
cortical regions). These are the cortical regions where maximal activation is evoked by the closed-loop training task. The bar on the screen moves in real time
as the subject thinks “left” or “right,” according to the minimization of the error between the desired direction of the arrow on the monitor and the actual resulting
direction from the control algorithm. Instantaneous visual feedback is provided to the subject from the real-time performance, and the %correct is displayed for
each trial (see MATERIALS AND METHODS for further details). In the auditory feedback condition, no visual feedback is provided as the blindfolded subject is
instructed of the desired direction and the outcome performance via speakers.
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generator of the EEG signals. Thus many researches use this physi-
ological assumption as a basic anatomical constraint in EEG source
imaging (Babiloni et al. 2001; Dale et al. 2000; Dale and Sereno 1993;
Kincses et al. 1999; Phillips et al. 1997, 2002). To impose the
anatomical constraints, many dipolar sources are located over the
cortical surface extracted from the structural MRI data. For compu-
tational efficiency the 400,000 original cortical vertices are down-
sampled to 2,240 vertices. Figure 4B shows the original cortical
surface extracted by BrainVoyager. Figure 4C depicts the inflated
cortical surface that will be used to register with the cortical activa-
tions extracted by the algorithms.

The first problem to solve is to estimate the lead field matrix G that
relates source locations with EEG electrodes. This is related to
estimating the forward map from the source locations to the signals
recorded by the electrodes (64 in this case). The lead field matrix G is
obtained using a realistic geometric head model (Sarvas 1987) and a
first-order node-based boundary element method (BEM) (Ermer et al.
2001; Mosher et al. 1999). The EEG signal is obtained in the
open-loop version of the training phase is then used to estimate the
baseline variance of the current using Bayesian variational methods
(Attias 1999; Sato 2010). The current’s variance from the EEG
activity in the open-loop phase is used to calculate an inverse filter
(which will be updated later in the closed-loop phase). Figure 5A
shows the activation registered on the cortical surface model during
the open-loop phase for each instructed direction. When subjects are

instructed to move the bar to the left, Brodmann’s areas (BA) 6L and
6R are activated. When subjects are instructed to move the bar to the
right, BA 6R is activated.

Updating steps to adapt the filter and classifier in real time during
the closed-loop phase. The EEG signal from the 64 channels is used
with a sliding window of 125 ms (Yamada et al. 2010; Zhao et al.
2009) across the 4 s of the closed-loop trial to update the current’s
variance and adapt the inverse filter used in the estimation of the
cortical activation over the 2,240 vertices in real time. A sparse probit
classifier (Balakrishnan and Madigan 2008; Ding and Harrison 2011)
is then used to automatically extract the activation of the cortical
regions that maximize the probability of correctly classifying the right
or left desired direction (randomly instructed in each trial.) Maximally
useful features are those that lead to the bar on the monitor being
correctly shifted to the desired direction by the sparse probit classi-
fication result. Figure 5B shows the useful features selected by
the classifier colored-coded by the weights. The visualization of the
movement of the bar gives the participant real-time feedback on
the correctness of the imagination task. At the end of the 30-trial block the
participant gets feedback on the percent correct to keep track of the
performance rate, as well.

Estimation of cortical activities from EEG signals. Equation 1
provides the computation of the estimated cortical activity J. The
inverse filter L (a matrix of dimensions 2,240 � 64) uses the estimated
��

�1 denoting the source covariance matrix as its input, calculated as

Fig. 4. Steps for registering the subject’s cortical activation and brain surface. A: 3 layers generated using Curry 6 software (yellow line, brain; red line, skull;
and blue line, scalp). B: original cortical surface extracted by BrainVoyager (units in mm). C: inflated cortical surface (units in pixels).
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��
�1 � diag(��1), where ��1 is 2,240 � 2,240. These �ij values are

unknown parameters estimated from the measured EEG data by
applying a hierarchical prior (Neal 1996). The lead field matrix G is
64 � 2,240, and G= denotes the transpose. IM represents the identity
matrix of 64 � 64 (number of sensors), and ��1, also 64 � 64,
corresponds to the inverse of the noise variance of the observed EEG
signals.

L���
�1� � ��

�1 · G' · �G · ��
�1 · G' � ��1IM��1,

J(t) � L���
�1� · E(t)

(1)

where E(t) represents measured real-time EEG signals given by 64 �
256 Hz (sampling rate), and J(t) denotes the estimated cortical
activities every second and is given by 2,240 � 256 Hz entries. A
sliding window of 125 ms is used in real time to update these matrices
during the closed-loop phase. This updating process is represented in
Fig. 5C and illustrated with an example from the adaptation progress
of a participant.

The activities in the closed loop are averaged each second (Eq. 2)
and used as the input of a sparse probit classifier:

Ji
� �

1

Nsample
�

t�1

Nsample

Ji(t) (2)

In Eq. 2, Nsample is 256, and i indicates the ith dipole’s current.
Classification of left and right directional imagery from the esti-

mated cortical activities. The learning problem that this task has to
resolve comprises two well-known issues: 1) complexity of the
learned function relating real-time EEG to the cursor control, and
2) generalization of this function (map) estimated under the training set
to new data not used in the training set (Figueiredo 2003). The
function obtained during the training phase is evaluated by how well
it generalizes to the novel data, often under the assumption of a
common underlying probability distribution as the training data. In
this work a Bayesian sparse probit classifier with the automatic
relevance determination (ARD) prior was used both to avoid the

Fig. 5. Extraction of cortical signal evoked by the executive control of the cursor. A: cortical activity estimated from the EEG signals measured during the
baseline, when the participant performs the imagination of left and right direction in the open-loop version of the training phase. B: extraction of the most relevant
sites to correctly control the cursor in real time. These relevant features for brain control of the cursor direction concentrated in the prefrontal cortex. C:
schematics of the algorithm for the estimation of the cortical activation J(t) every 125 ms, which is input to the sparse probit classifier to adapt in real time the
weights determining the features that maximize the probability of correctly classifying the intended cursor direction.
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over-fitting problem related to the complexity issue and to increase
generalization ability (Shevade and Keerthi 2003).

To classify the left and right directional imagery from the cortical
activities estimated over 2,240 vertexes, Eq. 3 was used:

x(t) � �
i�1

Nsource

wi�
�
Ji(t) � w0, (3)

where �
Ji�t� represents the average of the estimated cortical activities

for 1 s, x(t) is the result of the left or right directional imagery, and wi

denotes the weights of the classifier, decided by the sparse probit
classifier (illustrated in Fig. 5B). Nsource represents the number of
useful cortical activities in the classification selected by the sparse
probit classifier, and w0 is an offset weight value determined for each
subject. Since the sparse probit classifier automatically selects only
useful cortical activities in the precise sense of correctly classifying
the left or the right directional motor imagery for cursor control, the
method addresses the over-fitting problem.

Figure 5B shows the task-relevant cortical features selected by the
sparse probit classifier as the participant conducts the closed-loop
version of the training phase. Here we learn that important task-
relevant features are localized in areas of the prefrontal cortex. The
next questions are 1) to what extent does this task induce activation in
the prefrontal cortex above and beyond the levels of activation in the
rest of the brain areas, 2) are there areas systematically selected by the
classifier within the prefrontal cortex where activation is significantly
higher than the overall levels in the prefrontal cortex, and 3) how does
the result from the visual cursor feedback generalize to receiving
novel feedback from another sensory modality (such as auditory)
under which the subject did not train?

Explicitly controlling for the inevitable eye movements in this task.
Before the patterns of cortical activation selected by the sparse probit
classifier and their possible generalization to other sensory modalities
are examined, it is necessary to address possible motion artifacts.

The activities of the 64 channels are first sampled in the open-loop
training session, with a baseline correction (�1�0 s). The EEG
signals are then bandpass filtered between 0.5 and 30 Hz using a
fifth-order Butterworth filter. To remove any potential artifact caused
by eye movement, a two-step method is applied. The first step is to
allocate extra dipoles on the eyes, thus estimating the cortical activ-
ities on the eyes (Croft et al. 2005). In the second step, the EEG
signals that correlated with eye movement are estimated from electro-
occulography (EOG) signals by a linear regression and subtracted
from the measured whole EEG signals to minimize the effect of eye
movement (Croft et al. 2005).

In addition to controlling for general movement artifacts as ex-
plained above, we addressed which cortical areas would be explicitly
recruited and driven by the task of deliberately moving the eyes in the
instructed right or left directions, since these directions are randomly
presented. During the imagination task, even when subjects are
instructed not to move their eyes, the eyes inevitably move at times.
We needed to determine the levels of EEG activation induced by the
eye movements in the worst case scenario (always moving the eyes
deliberately), because their motions could produce signal that would
contaminate those of the regions selected by the sparse probit classi-
fier that maximized the success probability of mentally controlling the
motion direction of the cursor. In other words, we needed to verify if
the eye-movement signal alone was significantly higher than the
signal generated by the imagination task to drive the signal in the
region of interest evoked by the cursor-control task.

Tracking Performance Accuracy, Response Latency, and Brain
Activity Across Blocks

We examined the progression of learning to mentally control the
cursor for each sensory modality. To this end, for each participant, the
percent trials correct and the number of milliseconds that it took to

respond in each of the seven blocks of the closed-loop control
experiments were obtained. The learning progression was assessed
through the variability of the latencies of response in each sensory
modality. In tandem with the performance accuracy and response
latency, we tracked the brain activation patterns across blocks in each
participant and also on average across participants.

Latency of Response Variability During Feedback-Based Testing

To assess the learning progression in this task, we obtained the
frequency distributions of the response latencies in each sensory
modality (visual and auditory). These turned out to be non-unimodal
according to the Hartigan dip test of unimodality (Hartigan and
Hartigan 1985) (dip � 0.1, P approximating 0 in each subject). Two
modes of the frequency histograms emerged, with latencies below 500
ms and above 500 ms. In both cases the frequency histograms were
skewed. We examined each mode separately because the data split
�50–50% of the 210 trials. In both cases there were significant
differences across the seven learning blocks according to the nonpara-
metric Kruskal-Wallis test (6 df; visual: 	2 � 98.1, P 	 6.2 � 10�19

and auditory: 	2 � 86.6, P 	 2.4 � 10�16 for the longer latencies;
and visual: 	2 � 276.8, P 	 7.3 � 10�57 and auditory: 	2 � 170.8,
P 	 3.03 � 10�34 for the shorter latencies).

We further examined the patterns of variability by applying distri-
butional analyses. We used maximum likelihood estimation to esti-
mate with 95% confidence the parameters of the probability distribu-
tion best fitting the frequency histogram of each mode. We used the
continuous gamma family of probability distributions and estimated
the shape (a) and the scale (b) of the distribution with 95% confidence
intervals for each parameter. We also obtained estimates of the mean
(a*b) and the variance (a*b2). We obtained the Fano factor, the
variance over the mean ratio to track over the seven blocks the
noise-to-signal ratio as the participant improved the performance
accuracy and as the stochastic signatures of the response latency
variability shifted along a trajectory on the gamma plane spanned by
the shape vs. scale dimensions.

Assessing Interactions Between Brain Regions and Across
Hemispheres

We examined interregion relations under the different forms of
sensory feedback during the closed-loop experiments. Recall that in
the visual feedback version the subjects did not receive auditory input.
Likewise, in the auditory feedback version they did not receive visual
feedback (because they were blindfolded.) These controlled condi-
tions were amenable to test which of the recruited areas would couple
during the performance that was deprived of vision or deprived of
sound. We asked if there were areas that would synchronize in both
cases, despite differences in the dominant form of sensory feedback
for guidance. We also asked if there were synchronization patterns
unique to each form of sensory guidance. To this end we used the
phase locking value (PLV) combined with the phase lag index (PLI)
commonly used in signal analyses from EEG/MEG data (Aydore et al.
2013).

The PLV is the absolute value of the mean phase difference
between the two signals being compared, expressed as a complex
unit-length vector (Lachaux et al. 1999; Mormann et al. 2000). The
PLV takes values on [0, 1] with 0 reflecting the case where there is no
phase synchrony and 1 where the relative phase between the two
signals is identical in all trials. PLV can therefore be viewed as a
measure of trial to trial variability in the relative phases of two signals.
When the signals are independent and the marginal distributions of the
two signals are uniform, the relative phase will also distribute uni-
formly and the value of the PLV will be 0. If, on the other hand, the
phases of the two signals are strongly coupled, then the PLV will
approach 1. We first ensure that the marginal distributions are uni-
form, and then we also obtain the PLI. The PLI has been designed to
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address a weakness of the PLV (Stam et al. 2007). When electrode
pairs that share a common reference or that have overlapping lead
field sensitivities are compared, or when cortical current density maps
of limited resolution are compared, the PLV is known to suffer from
linear mixing, in which the same source can contribute to both
channels. The apparent phase locking in such cases may be accom-
panied by the relative phases concentrated around 0. The PLI is robust
to the common-source problem.

The PLI quantifies the asymmetry of the relative phase distribution
about 0. It takes values on the interval [0, 1]. It is 0 if the distribution
of relative phase is symmetric about 0 or 
. It will produce large
values only when the relative phase is packed away from 0.

We used nonparametric estimates of PLV and PLI defined by
others (Aydore et al. 2013; Stam et al. 2007) by averaging over trials.
For the estimated PLV we used

PLVsample �
� � 1

N
�

n�1

N

ei��n(t)� ,

where n indexes the trial number and N is the total number of trials
(210 trials in our case for each participant). We then obtain averages
and standard error across all 15 participants. The corresponding
nonparametric estimate of the PLI that we used was

PLIsample�
� � 1

N
�

n�1

N

sign���n(t)�� ,

with n and N as defined above and the relative phase obtained as

��(t) � arg� z1(t)z2
*(t)


z1(t)

z2(t)
� ,

where z1(t) and z2(t) are the two signals of interest when the Hilbert
transform is applied to the two original signals s1(t) and s2(t) that we
bandpass filtered in this case to the frequency range above 0.5 Hz and
below 30 Hz.

Once the EEG data were mapped back to the cortex using the
inverse mapping procedure previously described, we used the PLV
and PLI to estimate interactions between time series averaged over
cortical regions of interest. We chose the cortical region of interest
specifically in relation to the evolution of activation strength in
cortical regions over time, as the participants mastered the task. These
included the prefrontal cortex, BA 17 (visual area recruited in the
visual feedback version), BA 41–42 (auditory area recruited in the
auditory feedback version), and BA 40 [association area of the parietal
cortex, recruited in both versions of the task and known to be relevant
in sensory integration, conscious motor intention, goal-directed plan-
ning, and forward prediction (Buneo and Andersen 2006; Desmurget
et al. 2009; Desmurget and Sirigu 2012; Hauschild et al. 2012;
Mulliken et al. 2008b)], all of which were required in this task.

In addition to the assessment of possible synchronous patterns
across automatically recruited regions of interest and for different
frequency bands, we also examined interhemispheric relations to
unveil possible asymmetric patterns of activation between corre-
sponding areas across brain hemispheres. To this end we statistically
compared activation patterns from each cortical region automatically
recruited by the algorithm on the left hemisphere to the corresponding
region in the right hemisphere.

Assessing the Balance Between the Participant’s and the
Algorithm’s Performance

We addressed whether the coadaptation process that took place was
mostly driven by the performance of the person (%accuracy feedback)
or by the algorithm (estimated weights). Both sets of values evolved
over time, so we obtained their rates of change and determined the
course of these derivatives using a simple ratio, r � 
A/
W. In the
case of the weight vector, we normalized it to obtain a unit vector and

computed the norm of the change from one block to another. Like-
wise, with the percent accuracy, we obtained the block-by-block
changes and set the values in the [0, 1] range. If r � 1, the accuracy
leads, thus suggesting that the person dominates. On the other hand,
if r 	 1, the change in weights wins. This would suggest that the
algorithm dominates. We tracked this ratio across all blocks.

Exogenous vs. Endogenous Guidance in this task

Two forms of sensory guidance can be defined relative to the
subject’s decision in this task. One is exogenous in nature, guiding the
decisions of the person primarily by external input (e.g., visual or
auditory sensory feedback). The other is endogenous in nature, guid-
ing the person’s decisions primarily by the internal motions and
emotions, including deliberate and spontaneous thoughts affecting the
decisions as well. Both of these forms of intentionality are important
because weighing them determines the outcome of the decision, thus
affecting the overall performance. Given that exogenous and endog-
enous intentionality have different motor signatures (Torres 2011,
2013; Torres and Zipser 2002, 2004), depend on specific external or
internal sources of sensory guidance (Torres et al. 2010, 2011), and
possibly have different brain signatures (Andersen and Buneo 2002;
Haggard 2008; Torres et al. 2013; Waszak et al. 2005), we asked to
what extent we could separate, in the neural signals, aspects of the
decision that were externally driven from aspects of the decision that
also depended on internal intentions. To this end we examined the
trials that resulted in success separately from those which resulted in
failure. The success trials were compliant with the external form of
sensory guidance (whether visual or auditory). In this regard, a good
balance between the exogenous input and the endogenous intentions
led to a successful outcome. In the error trials, however, this balance
was upset somehow and the mentally driven decision failed. It may
have been that the external sensory input was not correctly processed.
It may have been that even though the external sensory guidance was
successfully processed, some spurious spontaneous thoughts inter-
fered with the final outcome, or that the subject’s internal calculations
failed or took too long, among other possible factors. In any of those
hypothetical cases, it may be safe to assume that the balance between
the exogenous and the endogenous sources of guidance was different
than in the success cases. Thus we examined the neural activity
separately and asked if such differences were also reflected in the
neural code.

RESULTS

Accuracy of Performance During Feedback-Based Learning

Visually guided training and testing. All participants built up
toward accurate performance with 73.33% correct at the lowest
rate and 100% correct at the highest rate. Of the 19 partici-
pants, 15 had similar patterns of activation and 4 (discussed
elsewhere as case studies) exhibited some differences in the
levels of activation of subregions within the prefrontal cortex.

The block-by-block average performance of the 15 participants
was tracked across blocks. On average, the 15 participants had
increasing levels of accuracy across the 7 blocks of practice when
the instructions were provided visually and the visual feedback of
the cursor motion as controlled by the brain activity was provided
in real time. Mean percent correct (�SD) across the 30 trials and
for each of the 7 blocks was 89.28 (9.16), 90.95 (9.09), 92.37
(9.09), 95.7 (5.76), 93.56 (8.52), 95.23 (8.24), and 96.90 (4.79),
with a grand average of 93.42 (6.78).

Auditory testing, blindfolded, without training. The perfor-
mance of the cursor control was also tested with the use of a
blindfold under auditory instructions and auditory feedback in
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five randomly chosen subjects from the group of participants.
There was no training for any of the cases in the auditory
modality and no visual feedback. This test served as validation
to address generalization of the function approximated by the
algorithm relating accurate real-time performance and brain
activation. The results on the accuracy were high in all sub-
jects, despite the novelty of the stimulus and feedback type.
The evolution of the accuracy as mean percent correct (�SD)
across all subjects for the 7 blocks of 30 trials each was 98.0
(4.47), 99.33 (1.48), 97.33 (4.34), 97.33 (5.96), 98.66 (2.96),
98.66 (2.98), and 98.66 (1.82), with a grand total average of
98.28 (3.30). Surprisingly, all tested participants were more
accurate in the auditory domain than in the visual domain,
despite no training. The performance accuracy was also less
variable with auditory guidance than with visual guidance
(despite a smaller set of 5 participants in the auditory case).

Latency of Response During Feedback-Based Testing

Figure 6A shows the box plots resulting from the Kruskal-
Wallis comparison of the absolute distance from each latency

value to the estimated mean latency across all seven blocks.
The plot in Fig. 6A depicts the results from analyzing the mode
of the bimodal distribution of all latencies with the longest
latencies (top, visual; bottom, auditory). The distributional
analyses using the gamma distribution estimated parameters
and tracking their shift on the gamma plane are shown in Fig.
6B (top, visual; bottom, auditory). The arrows represent the
flow of the shifts, and the numbers are the block numbers.
Insets in Fig. 6B depict the evolution of the Fano factor. The
largest drops in noise occurred in the visual feedback case
transitioning from block 1 to block 2 and then again from block
5 to block 6. Block 7 remained stable. In the case of auditory
feedback, the largest drop in noise was during transitioning
from block 3 to block 4 and then again from block 6 to block
7. Similar trends with different patterns were quantified for the
mode of the bimodal frequency histogram comprised by
the shorter latencies (below 500 ms), which accounted for
the other half of the data. Notice that these large changes in
stochastic signatures would have been missed had we as-
sumed homogeneity of variance and normal distributions of

Fig. 6. Learning progression of the response latencies of the decision across 7 blocks of the closed-loop experiments, where the participants receive real-time
sensory feedback to guide their performance. A: box plots from the Kruskal-Wallis analyses of the variability of the absolute distance from each trial latency
response to the mean in each block (differences were significant, see text). Data are from the mode of larger latencies in the overall frequency distribution, which
turned out to be bimodal. Top plot is from the visual feedback case (15 subjects), and bottom plot is from the auditory case (5 subjects.) B: stochastic trajectories
showing the shifts on the gamma (shape-scale) plane in the estimated shape and scale of the frequency histogram of response latencies in each block (comprising
at least 100 trials each). Insets show the evolution of the noise-to-signal ratio, given by the Fano factor, across all 7 blocks. Top plot refers to the case of visual
feedback, and bottom plot refers to the auditory feedback.
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the latencies and summarized the statistics by the mean and
variance of the theoretical Gaussian distribution.

Visual Guidance on Average Recruits the Prefrontal Cortex

The averaged activation during testing across all trials and
blocks showed automatic recruitment of the prefrontal cortex
for each participant. Figure 7 shows 10 representative cases
(for simplicity, 10 of the 15) with the typical patterns of
activation for the front, top, and side views of the left and right
hemispheres of the brain under visual guidance. Each partici-
pant had significantly higher activation of the prefrontal cortex
than the rest of the brain [2-tailed t(26) � 3.82, P 	 0.01].
Moreover, in each of the 15 participants, within the prefrontal
cortex, activation of BA 9, 10, and 11 was significantly higher
than that of the rest of the brain [t(26) � 3.43, P 	 0.01].

Table 1 lists all subjects’ mean activation values with the
standard deviations for the prefrontal cortex, BA 9, 10, and 11
within the prefrontal cortex, and the corresponding activation
of the rest of the brain as evoked by the intentional task that
was visually guided.

Figure 8 shows the patterns of brain activation averaged
across all 15 subjects for each of the sensory modalities used

for guidance/feedback and for the control experiment for
eye movements. The control eye-movement case (Fig. 8A)
did not result in higher activation evoked in the prefrontal
cortex. Figure 8B shows the averaged activation across all
subjects with the typical patterns when the instructions and
feedback were visual. Standard error and significance are
indicated.

Auditory-Based Cursor Control Also Recruits the Prefrontal
Cortex

Figure 8C shows the averaged activation patterns across all
blocks and participants during auditory testing. Notice that
despite no training in the auditory domain, the recruitment of
the prefrontal cortex is comparable to that of the visually
trained case, with significantly higher engagement than the
rest of the brain. Although also recruited with auditory
guidance, BA 9, 10, and 11 are not as highly engaged as
when the visual instructions and visual feedback are used.
Table 2 shows the mean activations with the standard
deviations for the auditory modality. This validation test
also addresses the generalization of the function (map) that

Fig. 7. Evolution of the neural activation is shown across the 7 blocks of experiment in the closed-loop condition. Left, the results under visual feedback without
audio. Right, the results under auditory feedback without vision. Notice the differences between the two conditions and the recruitment of the prefrontal cortex
common to both cases.
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the algorithm developed in real time between the brain
activation and the cursor performance.

Unfolding the Activation Across Blocks as the System Learns

The overall patterns of brain activation in the testing were
revealing of the prefrontal cortex as a critical node in accurate
control of the instructed cursor direction across sensory mo-
dalities. But what was the course of activation leading to that
result? As it turned out, the evolution of the automatic recruit-
ment of brain areas was different across experimental blocks of
the training session. They also differed between visual and
auditory guidance during the training.

Figure 9 tracks the evolution of the brain activation in
each block, averaged across all 15 subjects. Notice that both
forms of sensory guidance in this task, on average, across
blocks, recruited the prefrontal cortex at higher levels than
the rest of the brain. However, across the learning progres-
sion this task also engaged other sensory areas and shifted
their activation patterns in different ways, depending on the
type of sensory feedback used for guidance. Other regions
recruited across the blocks included parts of the visual
cortex (BA 17), parts of the auditory cortex (BA 41– 42),
and parts of the parietal cortex (BA 40). We then asked if
there was any coupling between these areas as the system learned.
Specifically, given the accuracy of the performance under both
forms of sensory guidance, the strong differences in latency and
the block-to-block variability (with the auditory case being less
variable and significantly faster), we wanted to know 1) if there
was a synchronization pattern common to both the visual and
auditory feedback and 2) if there were features unique to each
form of sensory guidance. We reasoned that the former might
partly explain the robustness of the performance accuracy across
sensory modalities, whereas the latter might be informative of
differences in sensory processing that resulted in significant re-
sponse latency values and variability patterns between modalities.

Coupling of Prefrontal-Parietal Areas vs. Prefrontal Visual and
Prefrontal Auditory Areas Across Different Frequency Bands

We examined interrelations across four regions of interest
recruited by the task during the course of adaptation and
learning of the mental control of the cursor under different
forms of sensory guidance. These included prefrontal cortex,

visual cortex (BA 17), auditory cortex (BA 41–42), and parts
of the parietal cortex (BA 40).

Figure 10 shows the PLV and PLI for both types of sensory
guidance. The PLV and PLI analyses yielded strong coupling
between the prefrontal region and the parietal area BA 40
for the low-frequency band (	8 Hz). Some further refine-
ment in interregion coupling could be observed across
different frequency bands. For frequencies above 0.5 Hz and
below 30 Hz, there was also coupling in both conditions
between the prefrontal cortex and BA 17 (visual cortex)
during visual guidance and between the prefrontal cortex
and BA 41– 42 (auditory cortex). Likewise, according to the
PLV, in the alpha band (8 –12 Hz) there was coupling
between parietal and visual areas under visual guidance and
between parietal and auditory areas under auditory guid-
ance. Across all frequency bands under analyses, the PLI
values were well above 0, indicating diminished bias from
spurious correlations from common sources. In the beta
band (13–30 Hz) the patterns differed between sources of
sensory guidance: prefrontal cortex showed coupling with
visual and parietal areas during visual feedback, yet audi-
tory feedback showed coupling between parietal and audi-
tory areas.

We also used t-tests to compare the levels of activation
between hemispheres in the parcellation of the prefrontal
cortex with the highest levels of activation: BA 9R and BA 9L,
BA 10R and BA 10L, and BA 11R and BA 11 L, in each
subject (210 trials per experiment) for the visual feedback
condition and in each of the 5 subjects for the auditory
feedback case. All comparisons without exception yielded P �
0.05 with no significant differences that would signal strong
asymmetries between hemispheres.

Algorithm vs. Subject Performance: Who Dominates?

We also tracked across blocks the relationships between
the subjects’ performance (changes in %accuracy) and the
algorithm output (changes in weights) to determine which of
the two components drove the learning and could potentially
better explain the overall outcome of the experiments.

The ratio r � 
A/
W unfolded across each of the seven
blocks informed of the evolution of the rate of change in
performance by the subjects in relation to the weights adjusted

Table 1. Cortical activation in the visually guided task

Subject BA 9–11 Prefrontal Cortex Other Areas BA 9 BA 10 BA 11

1 8.9880 (�42.823) 7.2624 (�38.207) 1.7577 (�0.96538) 7.8844 (�30.123) 12.131 (�44.188) 7.9581 (�47.431)
2 4.7579 (�14.538) 4.9846 (�23.320) 2.3088 (�12.271) 2.4851 (�0.98775) 7.2790 (�27.748) 4.6557 (�5.4612)
3 19.710 (�87.291) 9.8079 (�52.650) 2.7309 (�12.892) 7.8009 (�20.645) 34.005 (�91.220) 18.620 (�104.09)
4 3.1181 (�9.6147 3.1288 (�10.165) 1.7901 (�2.4931) 1.5376 (�0.31998) 4.1515 (�14.151) 3.4147 (�9.1441)
5 4.1428 (�11.534) 4.7064 (�18.048) 1.6858 (�2.7826) 2.3280 (�0.88121) 5.5414 (�16.226) 4.3753 (�11.520)
6 8.1417 (�40.035) 5.6984 (�27.713) 2.0211 (�7.166) 5.6857 (�16.448) 11.486 (�44.906) 7.7147 (�45.578)
7 9.3849 (�47.441) 7.3106 (�42.437) 2.7977 (�6.2171) 2.6952 (�1.1049) 18.867 (�83.971) 8.0309 (�30.011)
8 5.7925 (�22.026) 4.2599 (�14.886) 2.1303 (�6.4351) 2.4023 (�1.4198) 5.7778 (�24.024) 7.5688 (�26.097)
9 2.7636 (�2.3585) 2.9993 (�7.0069) 1.8876 (�1.7119) 2.2314 (�0.6645) 2.7246 (�2.9982) 3.0612 (�2.4994)

10 14.293 (�62.957) 14.036 (�67.186) 5.4079 (�33.919) 27.380 (�87.829) 20.384 (�75.840) 4.3540 (�29.772)
11 5.1682 (�21.405) 5.9484 (�27.540) 2.5406 (�11.637) 3.4682 (�1.8665) 9.5268 (�1.8665) 3.8284 (�4.1786)
12 6.4129 (�4.3419) 5.1781 (�3.4957) 2.5439 (�1.4056) 4.1425 (�1.2458) 5.3047 (�2.6665) 8.1636 (�5.2436)
13 23.240 (�93.158) 24.053 (�215.15) 3.8476 (�12.164) 11.094 (�12.483) 52.568 (�175.57) 14.594 (�34.936)
14 18.537 (�88.138) 15.466 (�21.010) 4.2049 (�7.3619) 15.402 (�20.157) 16.729 (�11.686) 14.854 (�24.785)
15 34.608 (�180.56) 55.167 (�416.72) 4.1051 (�30.077) 14.427 (�46.760) 99.700 (�348.19) 11.883 (�17.234)

Values are mean activation (� SD) in nA/mm2.
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by the algorithm. A ratio �1 indicates that the subject’s
performance dominated, whereas a ratio 	1 indicates that
the algorithm dominated the outcome. Figure 11A shows the
outcome of this metric for visual (left) and auditory feed-
back (right). The ratio in the visual case is taken over all 15
subjects, whereas in the auditory case it is taken over 5
subjects (ergo the higher variability). In the visual case the
averaged ratio remained below 1 (except when block 7 is

compared with block 6). This suggests that the algorithm
drove the learning through blocks 1– 6. In contrast, the
auditory feedback showed an averaged ratio above 1 in
the first 3 comparisons involving blocks 1–4 and below 1 in the
fourth and fifth comparisons involving blocks 3, 4, and 5. The
last comparison, between blocks 6 and 7, went above 1 again,
thus suggesting that the subjects dominated the overall out-
come in the auditory testing. It is remarkable that in both cases

Fig. 8. Averaged activation across subjects. A: control test for pure eye movements reveals no significant differences in recruitment of prefrontal cortex areas
in relation to the rest of the brain. B: on average across subjects, the visually driven control task recruits the prefrontal cortex and particularly Brodmann’s areas
(BA) 9, 10, and 11 with patterns of activation significantly above the rest of the brain. C: on average, the auditory driven control task for the 5 naive subjects
also recruited the prefrontal cortex above the rest of the brain. Activation of BA 9, 10, and 11 was also higher than that of the rest of the brain but not higher
than that of the rest of the prefrontal cortex, as in the visually driven case.
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the accuracy of the performance was comparable, yet the
response latencies differed so much. The differences in the
unfolding of this ratio may, at least in part, explain such
differences.

Exogenous vs. Endogenous Guidance in This Task

Figure 11, B and C, shows the results of the comparison
between neural activities in successful vs. unsuccessful trials
across five subjects that performed the visual (B) and auditory
(C) versions of the task. The patterns of activation across the
brain were very different between the successful and the error
trials. Furthermore, the analyses revealed that in the case of
successful performance, BA 11 (orbitofrontal cortex) was
highly activated, above all other areas of the parcellation
recruited in the prefrontal cortex and above the rest of the
brain. This region of cortex is well known for its role in the
reward system. In the error trials, BA 11 was not recruited with
the same strength as in the successful cases. There, the most
active area was BA10 (frontopolar cortex), known to be in-
volved in strategic planning and cognitive branching (Christoff
et al. 2001, 2003). The latter is a term describing the ability to

maintain a previously running task in a pending state for
subsequent retrieval and execution upon completion of the
ongoing one. In this sense it may be the case that error trials
driven by endogenous intentions and/or spontaneous thoughts
took longer and may have contributed to longer decision
latencies overall. Indeed, upon comparison we found that the
latencies of the error trials were significantly longer than those
of the successful trials.

Under visual feedback, the latency of response in successful
trials ranged from 372.65 (�65.21) to 630.24 (�169.73) with
a median of the mean values of 468.99. Yet, when only the
failure trials are considered, the latency nearly tripled, with
ranges from 1,115.32 (�162.08) to 1,336.23 (�250.82) with a
median of the mean values of 1,175.02. Two-tailed t-test for
visual successful trials vs. visual failure trials yielded t(26) �
�25.21, P 	 0.01.

Under auditory feedback, the latency in successful trials
ranged from 352.22 (�18.24) to 422.54 (�41.23) with a
median of the mean values of 383.58. However, when only
failure trials are taken into account, the latency nearly doubled,
with ranges from 739.82 (�83.24) to 808.14 (�121.96) with a

Table 2. Cortical activation in the auditory version of the task measured in 5 of the 15 typical participants

Subject BA 9–11 Prefrontal Cortex Other Areas B9 B10 B11

1 11.220 (�70.286) 11.745 (�66.840) 4.5238 (�29.176) 32.409 (�131.90) 10.843 (�34.621) 0.3572 (�0.27107)
2 5.1890 (�14.569) 5.4433 (�15.798) 2.3073 (�6.4001) 2.8956 (�1.4307) 9.8659 (�27.694 3.9963 (�4.8190)
3 7.6591 (�42.276) 12.374 (�72.657) 7.6381 (�54.618) 2.4941 (�14.262) 7.9340 (�40.090) 10.213 (�51.819)
4 5.4177 (�42.684) 4.7837 (�35.801) 1.2023 (�3.3151) 3.0638 (�14.221) 1.9170 (�2.9698) 8.4343 (�59.791)
5 2.1366 (�4.8713) 2.2374 (�5.3507) 2.0132 (�4.4164) 1.6872 (�0.44475) 3.5006 (�9.5462) 1.6742 (�0.55276)

Values are mean activation (� SD) in nA/mm2.

Fig. 9. Patterns of cortical activation in 10
participants (visual feedback case). Frontal,
top, and side views of the 2 brain hemi-
spheres registered with the activation ac-
cording to the output of the sparse probit
classifier determining the most useful fea-
tures (i.e., the brain regions) that maximized
the probability of successfully moving the
cursor in the intended direction. The activa-
tions of the corresponding areas are high-
lighted (A/mm2) as obtained on average
across the 4 s of the testing block.
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median of the mean values of 769.18. Two-tailed t-test for
auditory successful trials vs. auditory failure trials yielded
t(6) � �18.48, P 	 0.01.

Comparison across modalities also yielded statistically sig-
nificant differences with two-tailed t-test for visual successful
trials vs. auditory successful trials yielding t(16) � 2.2161,
P 	 0.05, and two-tailed t-test for visual failure trials vs.
auditory failure trials yielding t(16) � 10.5319, P 	 0.01.

DISCUSSION

We explored in this work the possibility of automatically
recruiting cortical regions important for the intentional control
of direction. We set out to ask if we could find strong activation
patterns in some brain region that would be conducive of
accurate performance while also well generalizing the solution
map to novel forms of external sensory guidance. We specif-
ically hypothesized that accuracy achieved under external
guidance from one sensory modality would transfer to another
sensory modality, one for which the subjects were not trained.

We found support for the automatic recruitment of a cortical
region during this task that, during the testing phase of the BCI

experiment, remained robust to changes in the external source
of sensory guidance and for which the accuracy of the subjects’
performance was maintained. We further found that upon
learning, the response latencies depended on the type of sen-
sory guidance used as real-time feedback. Specifically, in the
absence of sounds the visually guided task had longer response
latencies than the auditory version of the task, which the
subjects performed in the absence of vision. The high accuracy
in the visually guided task seemed driven by the classifier
(according to the unfolding of changes in accuracy and changes
in weights). However, during the sound-guided test the sub-
jects dominated over the classifier. We report on the evolution
of the course of adaptation of the subject’s performance and of
the classifier’s weight adaptation. We also report on the overall
grand-averaged test performance of this task.

To uncover the map relating the electrophysiological signal
and the real-time cursor control, we used a Bayesian sparse
probit classifier with the automatic relevance determination
(ARD) prior (Balakrishnan and Madigan 2008; Ding and
Harrison 2011). To the best of our knowledge, this family of
classifiers had not been used in the context of BCI. However,

Fig. 10. Phase locking value (PLV) and phase lag index (PLI) of the main cortical regions of interest (ROI) activated during the training in relation to the rest
of the brain. The ROI included the prefrontal cortex, the parietal area (BA 40), the visual areas (BA 17), and the auditory areas (BA 41–42). The frequency bands
used in the analyses are indicated. Low-frequency band (	8 Hz) showed the strongest coupling between the frontoparietal nodes, followed by coupling in the
alpha band (8–13 Hz) between BA 40 and visual cortex in the visual feedback case and by BA 40 and auditory cortex in the auditory feedback case. In the beta
band (13–30 Hz), B40-visual cortex in the visual feedback case and B40-auditory cortex in the auditory feedback case were most coupled. In the broad frequency
band (0.5–30 Hz), both conditions showed coupling in the frontoparietal nodes, with differences across conditions between visual and prefrontal cortex (in the
visual feedback case) and auditory and prefrontal cortex (in the auditory feedback case).
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we were motivated to employ this technique on the EEG
signal to address the complexity issues related to the real-
time coadaptation of the map between the external signal
and the brain activation. We also know that in other learning
settings, this type of classifier avoids the over-fitting prob-
lem and increases generalization abilities (Figueiredo 2003;
Shevade and Keerthi 2003). Thus, in the context of EEG, we
wanted to know if specific cortical regions would be auto-
matically recruited by this binary directional control task.
We also wanted to know if such automatic recruitment

would generalize to a new sensory modality, one for which
the subjects had not trained.

The Bayesian sparse probit classifier selects the cortical
activation features that maximize the probability of cor-
rectly controlling the direction of the computer cursor at
will. Across all participants we found that the classifier
systematically and automatically identified the maximally
useful features (the brain regions) in the prefrontal cortex
with significantly stronger levels of activation in that area
than in the rest of the brain.

Fig. 11. Other features of the performance.
A: the ratio r � 
A/
W across blocks of
training to determine if the subject or the
algorithm drives the performance. Left plot
shows the visual feedback case where the
ratio remains below 1 in all but the last
comparison. This indicates that the algo-
rithm drives the performance. Right plot
shows the auditory feedback case where the
ratio is above 1 in most blocks, suggesting
that the subjects drive the performance. B:
comparison of activation levels in the pre-
frontal cortex, the parcellation of BA 9, 10,
and 11, and other brain areas when success-
ful and unsuccessful trials are grouped. No-
tice the differences in strength levels and
activation patterns throughout the brain.
Success trials recruit orbitofrontal cortex
(OFC; B11), whereas error trials do not.
Error trials recruit B10 with higher activity.
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Upon training under visual guidance, the signal maximizing
accurate task performance was automatically identified in the
prefrontal cortex within the context of visual instructions and
visual feedback. Similar recruitment of the prefrontal cortex
was also quantified during the auditory feedback test, with a
conservation of accuracy level despite no training with sounds.
Furthermore, under both visual and auditory guidance, we
found a parcellation of areas within the prefrontal cortex
recruited with higher levels of strength than the rest of the
brain. These comprised the dorsolateral prefrontal cortex
(DLPF), the frontopolar (rostrolateral) cortex, and the orbito-
frontal cortex (OFC), corresponding to Brodmann’s areas 9,
10, and 11, respectively.

Under visual guidance, these regions of the prefrontal cortex
were automatically recruited with higher activation than the
rest of the prefrontal cortex in all 15 participants. We had 4
outliers who also recruited the prefrontal cortex with higher
activation than the rest of the brain, but who had a different
parcellation of activation strength in BA 9, 10, and 11 with
respect to the rest of the group. We reserve the analyses and
further study of that subgroup for another report. In what
follows, we refer only to the 15 participants that revealed
similar parcellation and strength levels of the prefrontal cortex.

The recruitment by this simple task of the prefrontal cortex
above and beyond the levels of activation of the rest of the
brain was evident in all participants. This was the case for both
the visual and the auditory versions of the task (performed in
1/3 of the participants), despite the lack of training in the
auditory case. Given that this task required volitional control of
thoughts, executive control, multitasking, the buffering of prior
information, and the comparison between internally generated
information and externally available information to improve
future performance (among other cognitive demands), the
robustness of the accuracy suggests that an aspect of the
performance was invariant to the sensory input type. Arguably,
this would render that component of the signal “amodal” in the
precise sense that its directional accuracy remained invariant.
In this sense, this task may have uncovered an abstract signal
representing key aspects of exogenously driven intentional
control.

In contrast to the overall accuracy invariably quantified
across different types of sensory feedback, the latency of the
response strongly depended on the sensory modality used in
real-time guidance. Auditory feedback was conducive of much
faster responses with far less variability than the responses
guided by visual feedback. We were very careful to test this
hypothesis in a controlled manner, whereby only one form of
input was present. Under such conditions, for each one of the
subjects we found strong differences in latency. It was inter-
esting that during performance guided by auditory feedback,
the subjects dominated over the classifier, as quantified by the
accuracy change-to-weight change ratio tracking the rates of
change of these parameters across the experimental blocks.

It could be argued that the neural correlate of directional
“intentionality” that we propose to have uncovered in the
prefrontal cortex is primarily driven by exogenous sensory
input. Would the activation patterns be different in trials where
internally generated (endogenous) input drove the response?
To address this question, we analyzed separately the successful
and the unsuccessful trials. In the former, the exogenous input
successfully guided the decision and the internal computations

were timely and contributed to the maximization of success
and the changes in the classifier that ultimately singled out the
prefrontal region as a key player for the success of this task. In
the latter, however, internal sensory guidance, including the
spontaneous thoughts and mental computations leading to
error, won over the external guidance, or the external sensory
guidance was not properly integrated in a timely fashion along
with the internal processes needed to solve the task, among
other possible factors. Regardless of the combination of factors
leading to failure, the cortical regions recruited during failure
and their activation strengths were significantly different from
those recruited during the successful trials. Furthermore, the
latencies of response errors more than doubled in both sensory
modalities. This result strongly suggests that no automatic
decisions were taking place and that no fast random choices
were being made either. Instead, a deliberate, slow process
seemed to have taken place in the failure trials that utilized all
sources of guidance (endogenous and exogenous) but failed to
timely achieve the correct goal.

To further explore what types of processes may have taken
place during the learning progression ultimately leading to an
overall success in the task and to a good generalization, we
examined the patterns of performance (accuracy and latency)
and the corresponding brain activation patterns as the blocks
unfolded. The evolution of the activation across the blocks
revealed a recruitment of the areas of the parietal region BA 40
along with parts of visual and auditory regions, BA 17 and BA
41–42, respectively. Further analyses of PLV and PLI revealed
strong coupling of the frontoparietal network at low-frequency
band (	8 Hz), and this was also found with more modest
values for the broad frequency band (	0.5 Hz and �30 Hz).
This network had been reported before in nonhuman primates
(Buschman and Miller 2007), where an interchange between
deliberate top-down and automatic bottom-up processes un-
folded during attentional control. Attentional control was in-
deed required to master this task under both visual and auditory
guidance. Previous work in nonhuman primates situates areas
of the parietal cortex as necessary for forward estimation in
directionally driven control (Andersen and Cui 2009; Mulliken
et al. 2008b). In humans, this region has been linked to
intentional control (Naghavi and Nyberg 2005; Newman et al.
2003), also required by this task.

In humans, it has been argued that conscious intention and
motor awareness arise in the parietal areas prior to impending
acts (Desmurget et al. 2009; Desmurget and Sirigu 2009).
Although our task did not require overtly moving, motor
imagery may have taken place before the signal turned abstract
(abstract in the precise sense that it correctly generalized to the
external auditory modality for which the subjects had not been
trained). All subjects unanimously reported that initially they
explicitly thought of the instructed direction, yet as their
accuracy reached reliable indexes, they found themselves not
even thinking about it. Some very fast automatic decision took
place that led to a correct outcome. This is also suggested by
the short latencies of the correct trials, particularly in the
auditory case. Differences between visual and auditory perfor-
mance were also found in the alpha frequency band, where
parietal and visual regions or parietal and auditory regions
were modestly coupled during the visually and auditory-guided
versions of the task, respectively.
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In addition the unfolding progression of the activation in key
regions to solve this task and the coupling of the frontoparietal
network, we discuss the parcellation of the prefrontal cortex
that the learning revealed overall, when averaged across all
blocks of the testing blocks. The highest activation levels of the
prefrontal regions were found in the DLPF, the frontopolar
cortex, and the OFC, corresponding to BA 9, 10, and 11,
respectively.

The higher-strength levels found in the DLPFC, the fronto-
polar cortex, and the portion of the OFC across all participants
invites various lines of further investigation. A connection
between the DLPF cortex and the reward system via the OFC
axis has been suggested, in addition to connections to other
brain areas including the thalamus and the dorsal caudate
nucleus of the basal ganglia (Groenewegen et al. 1990), the
hippocampal formation and the parahippocampal cortex (Gold-
man-Rakic et al. 1984), and the primary and secondary asso-
ciation areas of the neocortex (including the posterior tempo-
ral, parietal, and occipital areas; Petrides and Pandya 1999).
Two of the nodes of this network, the DLPF cortex and the
OFC, were recruited by this task in the averaged activation
patterns, and as the activity unfolded over time, areas of the
parietal-frontal node were also recruited in tandem. These
nodes appear to be critical for executive control and to be
active once the system has mastered the task. Of particular
interest in this regard was the higher activation of OFC quan-
tified in the correct trials. It appears that correctly performing
the task and receiving feedback from the performance selec-
tively engaged BA 11. Such a result could have consequences
for cognitive remediation therapies.

In the early stages of the learning this task could have
evoked motor imagery. One of the regions of the prefrontal
cortex that was automatically recruited here, the DLPF cortex,
is also reported as an important area for motor planning,
organization, and regulation of actions, particularly during
tasks that require executive control. Although this task did not
require overt movements, its directionality control may have
evoked motor imagery in its early learning stages (as subjec-
tively reported by the subjects), before the signal emerged as
an abstract, general solution map from the visual to the novel
auditory modality. Indeed, the auditory modality also engaged
this region significantly more than the rest of the brain. The
DLPF area has been said to be critical for aspects of social
interactions (Amann et al. 2012; Baddeley and Wilson 1988;
Kamei et al. 2008, 2010; Perfetti et al. 2010), including the
decoding of intentionality, executive memory, and general
abstract thinking required to navigate complex social dynamics
in real time.

The frontopolar prefrontal cortex (BA 10), also called ros-
trolateral or anterior region, was recruited by this task across
all subjects. This area is reported to be the largest cytoarchi-
tectonic area in the human brain and is poorly understood in
terms of function (Ramnani and Owen 2004). It is thought to
be implicated in strategic processes in memory recall and
executive function, particularly in relation to top-down control
(Burgess et al. 2007a, 2007b; Weidner et al. 2009) and the
ability to maintain a previously running task in a pending state
for subsequent retrieval and execution on completion of the
ongoing one. Interestingly, the error trials recruited this region
and accounted as well for the increase in the variability of the
latency across trials. The response latencies were found to be

significantly longer in the error trials, possibly suggesting
lengthier computations that failed to be completed on time.

It has been proposed that the DLPF and the frontopolar
cortices interact and form a hierarchical system specialized for
the evaluation, monitoring, and manipulation of information
held in working memory (Christoff et al. 2001, 2003). Specif-
ically, it has been suggested that the frontopolar cortex is
recruited in addition to the DLPF cortex when internally
generated information being acted on is not present in the
external environment. This sort of buffering of internally
generated information is required in the present task, because
participants in real time had to try to improve current perfor-
mance based on prior successes. Likewise, executive function
to decide on the proper directional thought was required by the
task. Indeed, decision making has been associated with the
frontopolar region (Koechlin and Hyafil 2007), specifically
during reasoning tasks (Norman and Shallice 1986) and induc-
tive inferences requiring evaluation of self-generated informa-
tion during judgment of frequencies and recency (Milner et al.
1991). These aspects of cognitive control were necessary as
well to master the present task.

The frontopolar cortex is also critical in humans for multi-
tasking and planning ahead (Dreher et al. 2008) as well as for
episodic future thinking (Irish et al. 2013). In nonhuman
primates, this area of the prefrontal cortex has been said to play
a major role in high-level integration of information coming
from visual, auditory, and somatic sensory systems to achieve
amodal, abstract, conceptual interpretation of the environment
(Petrides and Pandya 2006, 2007). It has been suggested that
this area may be the anatomic basis for influencing abstract
information processing and that it may play a role in cognitive
operations requiring a balance between deliberate and sponta-
neous thoughts (Petrides and Pandya 2006, 2007; Sarnrhein et
al. 1998; Tomberg and Desmedt 1998). In the present study the
transfer of accurate performance from visual to auditory sen-
sory modalities, even in the absence of training with auditory
instructions and feedback, suggests that this region in the
humans may be critical for abstract-amodal cognitive compu-
tations, as well. Interestingly, the lengthy internal computa-
tions that ultimately failed and resulted in error trials recruited
this region of prefrontal cortex, as well.

Another area recruited by the task was the OFC (BA 11). In
nonhuman primates this portion of the prefrontal cortex has
been linked to cognitive aspects of decision making present in
this task (Wallis and Miller 2003). The OFC is also thought to
represent emotional states (Bechara et al. 2000; Rolls and
Grabenhorst 2008) and reward (Roesch et al. 2006; Schoen-
baum et al. 2006, 2011) during decision making. In this study
those aspects of the task self-emerged as the participant im-
proved performance and mastered the mind control of the
cursor. In the present task the OFC was highly active above
and beyond other subregions of the prefrontal cortex in the
successful trials during both visual and auditory guidance.

It will be interesting to use this task with additional direc-
tions on the screen and investigate visuomotor, audiomotor and
tactile motor tasks that probe different spatial directions under
various degrees of perturbation. In the visuomotor domain this
has been done in primary motor cortex (Chase et al. 2012;
Jarosiewicz et al. 2008). Such studies have permitted the
assessment of functional reorganization within a given region.
We could attempt to reproduce such useful paradigms. In our
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case, however, we would let the algorithms and subjects’
performance exchange automatically recruit areas of cortex
useful to deal with systematic perturbations of the sensory
input. At the same time we could track in real time the
evolution of the cortical signals during validation of naive
performance. This could be achieved by using different sen-
sory modalities, as we did in this study with the auditory and
the visual feedback signals. The invariance of accuracy that we
found across visual and auditory feedback paired with the
strong dependencies of the response latency on the type of
sensory modality for guidance places us in an advantageous
position to determine individually for each performer which
sensory modality that person’s system naturally prefers to
better guide the external cursor in the most accurate and the
fastest way.

All in all, the present task, paradigm, and classification
algorithms have been very revealing of possible functionality
of the prefrontal cortex and the potential roles of its self-
emergent parcellation in cognitive, amodal intentional control,
as well as in unintended performance that also depends on
other internal factors. Our results are consistent with the
anatomic substrates and lesion studies reported in the literature,
yet they also provide the means to explore real-time recruit-
ment and activation levels across different nodes of the fron-
toparietal network, as well as to track their rates of change
within these regions.
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